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SUMMARY

Consider the two parameter inverse Gaussian distribution. Suppose one is
interested in a testing problem in which the null hypothesis specifies both the
parameters. For this problem, a test is proposed based on Fisher’s method of
combining independent tests. It is shown that the test is asymptotically optimal

in the sense of Bahadur efficiency.

Keywords: Random variables; uniformly most powerful unbiased test; Chi-
square distribution; strictly increasing function.

1. Imtroduction

Let Xy, Xz, . . . » Xn be n independent and identically distributed ran-
dom variables (i.i.d. r.v.s.) each having the probability- density function

(@.d.f) -

fe ] 8) = ( Z:x" )““. exp <M x G — b x>0 ()

where 8=(u,A),®@=10]0<wr<0,0 < A < A}y A specified.
The problem is to test :
H,:0 € ®, against H;:0 € @ — @0,

where @ = {0 | & = 1o, A ="M}, o specified. e

We first propose two tests and combine them by Fisher’s method. The
new test thus obtained is shown to be Bahadur efficient. For the defini-
tion of Bahadur efficiency and related results, refer Bahadlir [1]. Let
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- n —_
Vo =12 _21 (X;*— X1 where
[= :

For testing Hp : ¢ = o against Hj:u 7 o, when A is usknown,
Chhikara and Folks [2] have shown that the uniformly most powerful
(UMP) unbiased test is based on the test statistic [1 — (1/n)] U.,|Vi. How-
gver, we propose to take U, as the test statistic fortesting H, against Hj.

We can easily show that for testing Hg : A = A against Hy : A < Dy,

when p is unknown, the UMP test is based on the test statistic V.
" Tt is known that U, and ¥, are independent and under Hj, ¥, has chi-
square distribution with (7 — 1) degrees of freedom, U, has a chi-square
distribution with one degree of freedom (Tweedie [7] and Shuster [6D.
Let = .

6, = —2 log P, [Un > 1] — 2 log Pg, [Va > 1l,

where » and v are the observed values of U, and Va, respectively.
According to the Fistier’s method of combining independent tests, the
new test for testing for the original null hypothesis H, against the alter-
native H, is given by the critical region 6, > C, where C is chosen to
satisfy the size condition. Since U, and V, have chi-square distributions
under Hp, On can be computed easily using chi-square table. Also, it is -
well known that under ‘H,, Qn has chi-square -distribution with four -
degrees of freedom. Thus the cut off point C can also be obtained easily.

2. Bahadur Efficiency of the Test

We now show that the test based on On is Bahadur efficient in that the
exact slope, Co, (8), of the sequence of tests {Qn} is equal to

where f(x | 0) is given by the Equatibn» (1). The following lemmas lead
" to the computation of Co, ©). '

Levma 1. The exact siope of the sequence of tests {Un} is given by
Ci0) = A -l (h— P ¥ 0 E @ — Bo

AN
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Proof. Define U? = Un/¥n. Then we-can easily-show that

U,‘; a- s(0) A
T =t (L — i) ¥ 9 E @ — @
Further, . Y
ﬂg&ﬂﬂ%hﬁm>¢7m=%4

“(see-Lemma 1 :of the .Appendix). Therefore the exact-slope of {Un}.is

;given by » -
C3® = Ap2 (1 — o - wa")™

“Since-U? is-a-strietly-increasing: function of Uy, {Us} and {U;} -have-the
-same ‘exact slope whichcompletes-the proof.

LEMMA 2. 1he exact slope of {Vn} is given by
Cy(8) == Ay oA —11 —Jog. A AN ¥ 0 E B — O
Proof. Define Vy = Wa/ *f 7. We can show.that - -

J/l’: a-.5,(0)

— 2y _“».A—]_ VANt W —
i 23N AL 06 @ — @0 "
-Eurther, . .
lim {—1/nlog:Pgyl¥n> Aln- 1} = kil — 1 —log ]
=00 .

(seé Lemma 2 of the Appendix). Therefore, the exact slope of {V3} is

given by |
Ca(0) = X - At — 1 —log (A A°D. | ‘

“Since V2 is astrictly“increasing function:of ¥n, {Va} and-{V"} have the |

same exact ‘slope which-completes the:proof.
For details of proof of the above lemmas, see the Appendix and also

“Perng [5]-
LeMMA 3. The exact slope of {Qn} is given by
Co, ) = C® + GO), | LN
and hence ' ‘
Co, (®) = Ao+ o (1 —p « B)* A - A7 =1 —log (A =A7Y)
¥0E®— O Y
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For the proof of the first part, see Liftell and Folks [4] and the second
part follows from the previous lemmas.

THEOREM. The test based on On is Bahadur efficient.
Proof. Consider ¥ b e ® — O
Sx18) 1 P T
IOg f( ] e) log ()‘ A0 ) + 2 [1\0 Bo” - X 1 (X “"0)2
— WX (X — )]

Therefore, we can easily see that

Bo { tog[ S Th = At (= w7 dg 40 — 1 log 0 -1
= Ce,8) ¥ 0 € ® — @O, @3 -

which completes the proof.
3. Concluding Remarks

The test based on Qn is thus Bahadur efficient and easy to compute.
Moreover, it seems that the Fisher’s method considered in this noté may
yield Bahadur efficient tests for other distributions dlso, if one chooses
the component test statistics suitably. For example, Duralrajan [3] hds
shown that the method yields Bahadur efficient test for the normal distri-
bution with unknown mean and unknown -variance.
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APPENDIX

We need the following two well known formulas:

w

J X0l gy = pl (u)° e e l:l + 0 (% ):I | @

i

for large u; and

- log[‘(x)=(x——;—)lo'gx—-—x+ log(21r)+0( )forlargex
(i)

LemMA 1. If Un has a chi-square distribution with one degree of freedom,
then

lim {-—- _ lOgP [Un nt] } — t/2
n>w
Proof. using the formula (i) given above, we have
1 w , -
P>l =5 | A

nt

_ J_ZI? (‘;_)—1 (nt)%_l — [ 1+ 0 (%)] |

for large n and fixed ¢. Therefore, we have -

lo; 1
gn +______

IOgP[Un nt} = — +

oo}

where C is a constant independent of #n. Hence the lemma.
LemMMa 2: If Vi has a chi-square distribution with (n — 1) degrees of
freedom, then _ o

lim {
n>o

. Proof. Using the formula (i), we have

logP[Vu nt]} = —;— [t—1—1log1]

n—1

P[Vn>nt1—2 r(nzl)je—mll.xT_l_dx

| nt

1 11\, 2 : 1
=1 T——"<7) (ne) * 'e""’z[”'o(‘;):l

Nl |-
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for large n and fixed ¢. Therefore,

_ n—1y (n—3 n
—log PV, > nt] = log [ ( 5 ) ( 5 )10g(7)
r—3 nt 1
—(—2 )logt—i— 5 —1og[__1+0(7)].
Using formula (ii), we get '
1 1T 1 2 n—1
—~7logp[Vn>nt]— E—[log(l v n) nlog( 3 )

3 n 1 1 log 2 ™) 3\logt
(3] (-2 = - ()

ot 1 1 1
tgro(y) —re[ 1+0(5)]

which completes the proof,
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